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Introduction

The assessment of classifier performance is of fundamental importance in many bioinformatics appli-
cations. For instance, measures of classification performance are used to select appropriate models for
solving classification problems. Performance evaluation is also inevitable for demonstrating the utility
of novel approaches. In general, it assists researchers in identifying the most promising approach for
the classification problem at hand. This implies that the choice of appropriate performance measures
may influence the results of downstream analyses.

For binary classification tasks, the receiver operating characteristic (ROC) curve and the area under
this curve (AUC-ROC) are widely accepted as a general measure of classifier performance. In many
bioinformatics applications, however, positive examples are substantially less abundant than negative
examples, resulting in a highly imbalanced class ratio. For instance, the number of true donor splice
sites is substantially smaller than the number of genomic sequences with central GT consensus, and the
number of target genes of a microRNA is substantially smaller than the number of non-target genes.
In such cases, the precision-recall (PR) curve and the area under this curve (AUC-PR) is better suited
for comparing the performance of individual classifiers than the ROC curve and AUC-ROC [DBR*05].

Often, the decision for the true class labels of a given data point is ambiguous and partly subjective.
For instance, class labels may be based on an arbitrary threshold for some continuous measurement,
e.g., fold changes of differentially expressed genes. Uncertain class labels may also arise from multiple,
possibly contradictory, expert labelings. However, the decision for a specific labeling decisively influences
classifier training and assessment. One solution to this problem is the transition from hard-labeling to
soft-labeling, where each data point is assigned to both classes with a certain probability that reflects
confidence in the labeling. For instance, Grau et al. [GPGK13] develop a schema for deriving soft-labels
from peak statistics for ChIP-seq data, or Mihaljevic et al. [MT14] determine soft-labels from expert
labelings of interneurons. While soft-labeling has been used extensively for classifier training in the
past, it has been neglected for classifier assessment [KGG14].

Computing empirical AUC-PR and AUC-ROC values from test data points requires interpolation be-
tween discrete supporting points corresponding to a series of classification thresholds. AUC-ROC can
be computed by linear interpolation between the supporting points of the curve for hard-labeled and
soft-labeled data. In contrast, Davis & Goadrich [DGO06] show that for AUC-PR an interpolation
along the true positives is more accurate than linear interpolation for hard-labeled data, while Boyd
et al. [BEP13] and Keilwagen et al. [KGG14] propose a more fine-grained, continuous interpolation
between the supporting points of the PR curve. Only the latter can also be used for soft-labeled data
and weighted data in general.

We make this interpolation available to the scientific community in the R package PRROC [GGK15],
which is available from CRAN and may be used to compute and visualize PR and ROC curves.



Results

To illustrate the efficacy of the developed method, we investigate the influence of soft-labeled test data
on classifier performance. To this end, we compare the classifier performance of published classifiers
using AUC-PR on hard-labeled and soft-labeled test data for predicting transcription factor binding
affinities.

We perform a reassessment of classifiers from Weirauch et al. [WCN*13], who evaluate the performance
of classifiers for 66 protein binding microarray (PBM) data sets. PBMs measure the in-vitro binding
affinity of transcription factors to DNA sequences using microarrays in an unbiased manner, where
double-stranded probe sequences are chosen such that they contain all k-mers up to a given k with
identical frequency. The goal of that study was to assess different classifiers for their ability to distin-
guish bound from unbound probes and for the correspondence of their classification scores to measured
microarray intensity values.

Weirauch et al. introduce a hard labeling based on the intensity values for all probes sequences in each
of the 66 experiments. For each individual experiment, they define the threshold separating foreground
and background data points. Based on this labeling, they compare classifiers using different performance
measures including the mean AUC-ROC over all experiments.
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Figure 1: Mean results for AUC-ROC and AUC-PR on PBM data sets using hard-labeled or soft-labeled (i.e.,
weighted) test data. Letters (A,B,... ,K) on the abscissa indicate the team names of approaches in the original
publication of Weirauch et al. [WCN"13] and appear in the order of the original ranking. Rankings according
to the different performance measures are shown below the team names, while the mean values for AUC-ROC
and AUC-PR are depicted on the ordinate.
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Figure 2: Plots of ROC (left) and PR (right) curves generated by PRROC. For the ROC curve, we consider
hard-labeled data and show the plotting variant with a color scale that indicates classification thresholds yielding
the points on the curve. For the PR curve, we consider soft-labeled data and show a comparative plot for two
classifiers as solid blue and dashed orange lines. We also include the maximal and minimal possible curves and
the curve of a random classifier for the given soft-labels.

In Figure 1, we compare the mean AUC-ROC, the mean AUC-PR, and the corresponding rankings for
hard-labeled and soft-labeled test data. In the hard-labeled case, we take the class labels suggested by
Weirauch et al. [WCNT13]. We find that the rankings for both mean AUC-ROC and mean AUC-PR
change considerably when considering soft-labeled test data instead of less informative hard-labeled test
data. Focusing on the mean AUC-PR, we find that the ranking obtained by AUC-PR using soft-labeled
test data are in better accordance to the original ranking of Weirauch et al. than the ranking using
hard-labeled test data.

PRROC R-package

We have developed a user-friendly and well-documented R package called PRROC [GGK15], which
allows for computing PR and ROC curves as well as the areas under these curves for soft-labeled and
hard-labeled data. Optionally, PRROC also computes curves and AUC values for the optimal, the
worst, and the random classifier as a reference. These references are particularly useful for (i) PR
curves and (ii) ROC and PR curves in case of soft-labeled data, where the minimum and maximum
AUC may differ from 0 and 1, respectively. In addition, PRROC allows for visualizing PR, and ROC
curves as exemplarily shown in Figure 2. PRROC is available from CRAN (http://cran.r-project.
org/web/packages/PRROC/index.html) and provides R documentation files and a vignette.

Talk outline

In the talk, we will first motivate why appropriate performance measures are important for classification
problems in bioinformatics and why these should be chosen in a problem-specific manner. Second, we
introduce AUC-PR as a useful performance measure for problems with highly imbalanced class ratios,
which are prevalent in bioinformatics. Third, we will provide examples for bioinformatics applications
that may profit from performance evaluation using soft-labels. Finally, we will show how researchers
can use the PRROC R-package to evaluate classifier performance for soft-labeled and hard-labeled test
data, and to produce publication-quality plots of PR and ROC curves using PRROC.
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